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Abstract 

 

Nowadays technical advancement is 

increased and digitizes our lives in an 

ultimate manner, which have led to the rapid 

growth of data. Such multidimensional 

datasets are precious due to the potential 

knowledge and developing decision-making 

insights from them. Analyzing this huge 

amount of data from multiple sources can 

help organizations to plan for the future and 

anticipate changing market trends and 

customer requirements. While the Hadoop 

framework is a popular platform for 

processing larger datasets, there are a 

number of other computing infrastructures, 

available to use in various application 

domains. The primary focus of the study is 

how to classify big data resource 

management systems in the context of a 

cloud computing environment. We identify 

some key features which characterize big 

data frameworks as well as their associated 

challenges and issues. We use various 

evaluation metrics from different aspects to 

identify usage scenarios of these platforms. 

The study came up with some interesting 

findings which are in contradiction with the 

available literature on the Internet. 

 
 
 
 

1. INTRODUCTION 

We live in the information age, an 

important measurement of present times is 

the amount of data that is generated 

everywhere around us. Data is becoming 

increasingly valuable. Enterprises are 

aiming at unlocking data's hidden potential 

and deliver competitive advantage [1]. 

Stratistics MRC projected that the data 

analytics and Hadoop market, which 

accounted for $8.48 billion in 2015, is 

expected to reach at $99.31 billion by 2022 

[2]. The global big data market has 

estimated that it will jump from $14.87 

billion in 2013 to $46.34 billion in 2018 [3]. 

Gartner has predicted that data will grow by 

800 percent over the next five years and 80 

percent of the data will be unstructured (e-

mails, documents, audio, video, and social 

media content) and 20 percent will be 

structured (e-commerce transactions and 

contact information) [1]. 
 

Today’s largest scientific institution, 

CERN, produces over 200 PB of data per 

year in the Large Hadron Collider project 

(as of 2017). The amount of generated data 

on the Internet has already exceeded 2.5 

Exabyte’s per day. Within one minute, 400 

hours of videos are uploaded on YouTube, 

3.6 million Google searches are conducted 

worldwide each minute of every day, more 
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than 656 million tweets are shared on 

Twitter, and more than 6.5 million pictures 

are shared on Instagram each day. When a 

dataset becomes so large that its storage and 

processing become challenging. Due to the 

constraints of existing tools and resources, 

the dataset is referred to as big data [4, 5]. It 

is the first part of the journey towards 

delivering decision-making insights. But 

instead of focusing on people, this process 

utilizes a much more powerful and evolving 

technology, given the latest breakthroughs 

in this field, to quickly analyze huge streams 

of data, from a variety of sources, and to 

produce one single stream of useful 

knowledge [6]. 
 

In this paper, we give an overview of 

some of the most popular and widely used 

big data frameworks, in the context of a 

cloud computing environment, which are 

designed to cope with the above-mentioned 

resource management and scaling problems. 

The primary object of the study is how to 

classify different big data resource 

management systems. We use various 

evaluation metrics for popular big data 

frameworks from different aspects. We also 

identify some key features which 

characterize big data frameworks as well as 

their associated challenges and issues. We 

restricted our study selection criteria to 

empirical studies from existing literature 

with reported evidence on performance 

evaluation of big data resource management 

frameworks. To the best of our knowledge, 

thus far there has been no empirical based 

performance evaluation report on major 

resource management frameworks. We 

investigated the validity of existing research 

by performing a confirmatory study. For this 

purpose, the standard performance 

evaluation tests as well as custom load test 

cases were performed on a 10+1 nodes 

t2.2xlarge Amazon AWS cluster. For 

experimentation and benchmarking, we 

followed the same process as outlined in our earlier 

study [7]. 
 

The study came up with some interesting 

findings which are in contradiction with the 

available literature on the Internet. The novelty of 

the study includes the categorization of cloud-based 

big data resource management frameworks 

according to their key features, comparative 

evaluation of the popular big data frameworks, and 

the best practices related to the use of big data 

frameworks in the cloud. The inclusion and 

exclusion criteria for relevant research studies are 

as follows: (i) we selected only those resource 

management frameworks for which we found 

empirical evidence of being offered by various 

cloud providers. 
 

(ii) Several vendors offer their proprietary 

solutions for big data analysis which could be the 

potential candidate for comparative analysis being 

conducted in this study. However, these 

frameworks were not selected based on two 

reasons. Firstly, most of these solutions are the 

extension of the open-source solution and hence 

these exhibits the identical perform results in most 

of the cases. Secondly, for our empirical studies, 

researchers mostly prefer open-source solutions as 

the documentation, usage scenarios, source code, 

and other relevant details are freely available. 

Hence, we selected open-source solutions for the 

performance evaluation. 
 

(iii) We did not include the frameworks 

which are now deprecated or discounted, such as 

Apache S4, in favor of other resource management 

systems. 
 

. Big Data Resource Management 

Frameworks is offering new emerging trends and 

opportunities to unearth operational insight towards 

data 
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management. The most challenging issues 

for organizations are often that the amount 

of data is massive which needs to be 

processed at an optimal speed to synthesize 

relevant results. Analyzing such huge 

amount of data from multiple sources can 

help organizations plan for the future and 

anticipate changing market trends and 

customer requirements. In many of the 

cases, big data is analyzed in batch mode. 

However, in many situations, we may need 

to react to the current state of data or 

analyze the data that is in motion (data that 

is constantly coming in and needs to be 

processed immediately). These applications 

require a continuous stream of unstructured 

data to be processed. Therefore, data is 

continuously analyzed and cached in 

memory before it is stored on secondary 

storage devices. Processing streams of data 

works are done by the filtering and stored in 

memory tables across the cluster of servers. 

Any delay in the data analysis can seriously 

impact customer satisfaction or may result 

in project failure [8]. 
 

While the Hadoop framework is a 

popular platform for processing huge 

datasets in parallel batch mode using 

commodity computational resources, there 

are number of other computing 

infrastructures that can be used in various 

application domains. The primary focus of 

this study is to investigate popular big data 

resource management frameworks which are 

commonly used in a cloud computing 

environment. Most of the popular big data 

tools available for cloud computing 

platform, including the Hadoop ecosystem, 

are available under open-source licenses. 

One of the key appeals of Hadoop and other 

open-source solutions is the low total cost of 

ownership. While proprietary solutions have 

expensive license fees and may require more 

costly specialized hardware, these open- 

source solutions have no licensing fees and can run 

on industry-standard hardware. 
 

2. BIG DATA RESOURCE MANAGEMENT 

FRAMEWORKS 

2.1 Hadoop. 

 

Hadoop [9] is a distributed programming 

and storage infrastructure based on the open-source 

implementation of the Map-Reduce model [10]. 

Map Reduce is the first and current facto 

programming environment for developing data-

centric parallel applications for parsing and 

processing large datasets. TheMap-Reduce is 

inspired by Map and Reduce primitives used in 

functional programming. In Map Reduce 

programming, users only have to write the logic of 

Mapper and Reducer while the process of shuffling, 

partitioning, and sorting is automatically handled 

by the execution engine. The data can either be 

saved in the Hadoop file system as unstructured 

data or in a database as structured data [11]. 

Hadoop Distributed File System (HDFS) is 

responsible for breaking large data files into 

smaller pieces known as blocks. The blocks are 

placed on different data nodes, and it is the job of 

the Name Node to notice what blocks on which 

data nodes make up the complete file. The Name 

Node also works as a traffic cop, handling all 

access to the files, including reads, writes, creates, 

deletes, and replication of data blocks on the data 

nodes. A pipeline is a link between multiple data 

nodes that exists to handle the transfer of data 

across the servers. A user application pushes a 

block to the first data node in the pipeline. The data 

node takes over and forwards the block to the next 

node in the pipeline; this continues until all the 

data, and all the data replicas, are saved to disk. 

Afterward, the client repeats the process by writing 

the next block in the file [25]. 
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The two major components of 

Hadoop MapReduce are job scheduling and 

tracking. The early versions of Hadoop 

supported limited job and task tracking 

system. In particular, the earlier scheduler 

could not manage non-Map Reduce tasks 

and it was not capable of optimizing cluster 

utilization. So, a new capability was aimed 

at addressing these shortcomings which may 

offer more flexibility, scaling, efficiency, 

and performance. Because of these issues, 

Hadoop 2.0 was introduced. Alongside 

earlier HDFS, resource management, and 

MapReduce model, it introduced a new 

resource management layer called Yet 

Another Resource Negotiator (YARN) that 

takes care of better resource utilization [12]. 
 

3. DIFFERENT METHODOLOGY 

USING MAP REDUCING 

TECHNIQUES 

Veiga et al. [13] conducted a series 

of experiments on a multicore cluster setup 

to demonstrate performance results of 

Apache Hadoop, Spark, and Flink. Apache 

Spark and Flink resulted to be much 

efficient execution platforms over Hadoop 

while performing nonsort benchmarks. It 

was further noted that Spark showed better 

performance results for operations such 

asWordCount and K-Means (CPU-bound in 

nature) while Flink achieved better results in 

the PageRank algorithm (memory bound in 

nature). 
 

Mavridis and Karatza [14] 

experimentally compared performance 

statistics of Apache Hadoop and Spark on 

Okeanos IaaS cloud platform. For each set 

of experiments, necessary statistics related 

to execution time, working nodes, and the 

dataset size were recorded. Spark 

performance was found optimal as 

compared to Hadoop for most of the cases. 

Furthermore, Spark on YARN platform 

showed suboptimal results as compared to 

the case when it was executed in standalone mode. 

Some similar results were also observed by Zaharia 

et al. [15] on a 100 GB dataset record. 
 

Vellaipandiyan and Raja [16] demonstrated 

performance evaluation and comparison of Hadoop 

and Spark frameworks on resident’s record dataset 

ranging from 100 GB to 900 GB of size. Spark 

scale of performance was relatively better when the 

dataset size was between small and medium size 

(100 GB–750 GB); afterward, its performance 

declined as compared to Hadoop. The primary 

reason for the performance decline was evident as 

Spark cache size could not fit into the memory for 

the larger dataset. 
 

Taran et al. [17] quantified performance 

differences of Hadoop and Spark using WordCount 

dataset which was ranging from 100 KB to 1 GB. It 

was observed that the Hadoop framework was five 

times faster than Spark when the evaluation was 

performed using a larger set of data sources. 

However, for the smaller tasks, Spark showed 

better performance results. However, the speed-up 

ratio was decreased for both databases with the 

growth of input dataset. 
 

In the area of big data, there is still a clear 

gap that requires more effort from the research 

community to build an in-depth understanding of 

the performance characteristics of big data resource 

management frameworks. We consider this study a 

step towards enlarging our knowledge to 

understand the big data world and provide an effort 

towards the direction of improving the state of the 

art and achieving the big vision on the big data 

domain. In earlier studies, a clear ranking cannot be 

established as the study parameters were mostly 

limited to a few 
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issues such as throughput, latency, and 

machine learning. Furthermore, further 

investigation is required on resource engines 

such as Apache Samza in comparison with 

other frameworks. In addition, research 

effort needs to be carried out in several areas 

such as data organization, platform -specific 

tools, and technological issues in the big 

data domain in order to create next-

generation big data infrastructures. 
 

This paper analysis distributed graph 

processing environment and represents an 

efficient resource management mechanisms 

on the aspect of cost as well as system 

performance by means of different 

partitioning and scheduling techniques. 
 

Challenges in large-scale graph 

processing on cloud environments 
 

In cloud computing, distributed 

computing is the process of applying 

unprecedented computing capabilities which 

are available in the cloud environments. The 

main advantages of this distributed 

computing are flexibility and pay-as-you-go 

pricing models. However, these capabilities 

have increased the interests among the 

research community towards graph 

processing applications, the real-time issues, 

and research questions still exist. We discuss 

those issues and represented the computing 

paradigm in order to enhance the approach 

of large-scale graphs. 
 

In the below section, we discuss the 

most commonly used algorithm and their 

demonstrations along with its studies on 

large graph processing. 
 

Graph Traversal Algorithms: In this 

methodology, in order to examine or update 

 
the vertices values by means of the procedure the 

algorithm travels on all vertices of the graph [199]. 

Mostly the common algorithms are of Breadth-

First-Search (BFS) and Depth-First-Search (DFS) 

type [18]. These two algorithms follow traverse of 

graph tree for finding a particular node. Otherwise, 

it will visit all nodes in a certain order. In the graph, 

for finding the minimum path among the particular 

node and any arbitrary node the Single Source 

Shortest Path (SSSP) is implemented on the aspect 

of minimum cost or weight [19]. In this type, the 

most famous algorithms are Dijkstra’s algorithm 

and the Bellman-Ford algorithm [20]. 
 

 

Graph Analysis Algorithms: These type of 

algorithms checks the graph's topology for 

identifying the graph objects and its complexities. 

Most of the protein interplay analysis and social 

network analysis [21] has these graph statistics and 

topological measures. 
 

Google’ Pregel is a kind of distributed vertex-

centric framework that implies master-worker 

architecture on several hosts of a cluster. At the 

Carnegie Mellon University, the GraphLab is 

developed and later reinforced by GraphLab Inc., 

for developing single machine processing . But the 

outcome as a distributed one [22]. The other 

Pregel-like systems which are developed as a 

distributed graph processing systems are GPS [23], 

Mizan and GoFFish 
 
[208]. In this way, some of the non-Pregel-like 

systems are Presto [24], Trinity [25], and Surfer 

[46]. Frameworks like GraphX are structured on 

top of Spark distributed 
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dataflow system. For their execution 

environment, all systems utilize the multi-

node clusters or cloud VMs. As in which 

none of them achieves elasticity property of 

Clouds, instead of that its treat captive VMs 

as a commodity cluster. 
 

Consider too the above-mentioned 

graph frameworks, there are various graph 

processing libraries are developed to achieve 

high-performance computing (HPC) 

clusters. Boost graph library (BGL) is a kind 

of generic graph processing library that 

offers generic interfaces between the graph’s 

structure and common operations. But in 

this mechanism, the implementation details 

are hidden. This feature makes the BGL 

implementation on graph algorithms on the 

shared-memory and parallel computing 

platforms. Graph500 is a type of graph 

processing benchmark based on several 

metrics. On this the supercomputers, 

different matrices are measured such as 

memory size for graph storage, 
 
communication performance, and 

performance of random access to memory. It 

differs from Top500 , as it is structured for 

compute-intensive applications. To achieve 

the high-performance computing by means 

of parallel graph frameworks several 

attempts are done such as MPI , PVM , 

BLAS , JUNG and LEAD . But on which no 

one is a success in achieving the general-

purpose graph processing platforms 

flexibility . 
 

Pattern Matching: These algorithms 

were utilized in the graph to find the 

occurrence of input patterns, on the finding 

it may be an exact or approximate 

recognition . 

Graph Anonymization: These algorithms 

were applicable to creating a new graph by means 

of its original graph. On which latter reveals its 

specific topological or attribute properties. By 

means of it, intruders to re-identify the network can 

be prevented . 
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